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Abstract:  The rise of wireless technologies, communications and devices, has resulted in the demand for effective security with 
low hardware requirements and high speed. Among the various cryptographic algorithms, the Elliptic Curve Cryptography (ECC) 
provides an attractive solution for this demand. In this paper, the Remote Keyless system (RKE) Authentication process using the ECC is 
implemented in Field Programmable Gate Array (FPGA). The designed ECC processor supports 256-bit point multiplication and point 
addition on the Koblitz curve secp256k1. The scalar multiplication is performed with the faster multiplier Urdhva Tiryagbhyam (UT). 
Additionally, pipelining is incorporated in order to speed up the multiplication process of the processor. The proposed ECC processor 
performs single point multiplication of 256-bit in 1.2062ms with a maximum clock frequency of 192.5MHz, which provides 212.23kbps 
throughput and occupies 8.23k slices in Virtex-7 FPGA. Incorporating a pipeline in scalar multiplication improves the maximum 
clock frequency up to 15.12%, which reduces time consumption by 22.36%, which in turn increases the throughput by 22.36%. The 
proposed pipelined Vedic multiplier based ECC processor outperforms the existing designs in terms of area, operating frequency, area-
delay product and throughput. Also, the security evaluation and analysis of the proposed ECC processor are performed, which ensures 
the safety of RKE systems. Hence, the implementation of the proposed method offers time-area-efficient and fast scalar multiplication 
with effective hardware utilization without any compromise in security level.  
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Programirljivo izvajanje časovno učinkovite 
kriptografije eliptičnih krivulj za avtentikacijo 
entitet 
Izvleček: Razvoj brezžičnih tehnologij, komunikacij in naprav je povzročil potrebo po učinkoviti varnosti z nizkimi strojnimi zahtevami 
in visoko hitrostjo. Med različnimi kriptografskimi algoritmi zagotavlja eliptična krivulja (ECC) privlačno rešitev za to. V tem članku 
je predstavljen postopek avtentikacije sistema brez ključa na daljavo (RKE) z uporabo ECC v FPGA (Field Programmable Gate Array). 
Zasnovani procesor ECC podpira 256-bitno množenje in seštevanje točk na Koblitzovi krivulji secp256k1. Skalarno množenje se izvaja 
s hitrejšim množiteljem Urdhva Tiryagbhyam (UT). Poleg tega je za pospešitev postopka množenja v procesorju vključena cevna 
povezava (pipelining). Predlagani procesor ECC izvede enotočkovno množenje 256-bitov v 1,2062 ms z največjo taktno frekvenco 
192,5 MHz, kar zagotavlja prepustnost 212,23 kb/s in zasede 8,23k rezin v Virtex-7 FPGA. Vključitev cevovoda pri skalarnem množenju 
izboljša največjo taktno frekvenco do 15,12 %, kar zmanjša porabo časa za 22,36 %, to pa poveča prepustnost za 22,36 %. Predlagani 
procesor ECC, ki temelji na množitelju s cevovodi Vedic, je boljši od obstoječih modelov glede površine, delovne frekvence, produkta 
površine in zakasnitve ter prepustnosti. Izvedena sta tudi varnostna ocena in analiza predlaganega procesorja ECC, ki zagotavlja 
varnost sistemov RKE. Izvedba predlagane metode torej omogoča časovno učinkovito in hitro skalarno množenje z učinkovitim 
izkoristkom strojne opreme brez kompromisov na ravni varnosti.  
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1 Introduction

Nowadays, almost all cars are equipped with a smart 
keyless entry system. This is an electronic lock that con-
trols admittance to a vehicle without utilizing a manual 
mechanical key. Such frameworks currently have a se-
cret touch-enacted keypad, which is as yet accessible on 
certain Ford and Lincoln models. This method is termed 
as Remote Keyless System (RKS). A distant keyless frame-
work can incorporate both a remote keyless entry (RKE), 
which opens the car door and a remote keyless ignition 
system (RKI), which turns the engine ON.

On account of the innovative keyless technology, pro-
grammers can utilize expert systems to fool the vehicle 
and to make them believe that the right fob is close by, 
permitting them access. Such attacks are listed as be-
low [1], 
1. Replay Attack: A replay attack (otherwise called 

playback attack) is a type of organized attack in 
which valid information transmission is perni-
ciously or falsely rehashed or delayed [2].

2. Rolljam Attack: The rolljam attack works by re-
cording and blocking the radio signal from the 
key fob. Because the signal is blocked, the car 
doesn’t unlock and the owner will naturally try 
again. That creates a second signal that is also 
recorded and blocked, but this time the attacker 
replays the first code to unlock the door.

3. Brute Force Attack: Brute force attacks are simple 
and reliable. Attackers let a computer do the work 
– trying different combinations of usernames and 
passwords until they find one that works.

Some other attacks are radio jamming attack, scan at-
tack and two-thief attack, which are also major attacks 
in Remote Keyless Entry (RKE) and Passive Remote Key-
less Entry (PRKE) systems, which are shown in Figure 1.

Figure 1: Types of Attacks in Remote Key Fob [1]

In order to overcome these attacks, a high level of se-
curity algorithms is needed for secure communication. 
The public key cryptography based authentication 
has no secret information to be shared between the 
entities. A user requesting to authenticate him has to 
use his private key to digitally sign a random number, 
which is issued by the verifying entity. This random 
number is a time-variant parameter and is unique to 
the authentication exchange. If the verifier completes 

the verification of the signed response of the user, then 
authentication would be granted. These kinds of au-
thentication methods are widely popular in sensor net-
works. In such scenarios, strong encryption algorithms 
are required to avoid mischief [3].  This kind of entity 
authentication is to be initiated by the user that can be 
an equivalent word. This equivalent word checked by 
the verifier [4]. 

Elliptic-curve cryptography [5] is a public key cryp-
tography based on the algebraic structure of elliptic 
curves over finite fields. Elliptic curves are used in key 
agreement, digital signatures, pseudo-random genera-
tors and also in performing other tasks. In contrast to 
Rivest–Shamir–Adleman (RSA), the ECC approach is 
based on how elliptic curves are structured algebraical-
ly over finite fields. Therefore, ECC creates keys that are 
more mathematically difficult to crack [6]. Hence ECC is 
considered to be the next generation public key cryp-
tography and it is more secure than RSA. ECC cryptog-
raphy can provide strong security with a 164-bit key as 
other cryptosystems realize the same level of security 
with a 1024-bit key or more. With the advent of mobile 
devices being used for highly secured private transac-
tions, low-overhead encryption schemes are becoming 
highly desirable in today’s applications.

The effectiveness of ECC can be improved by modify-
ing its computations process. Vedic mathematics is a 
collection of procedures to solve complex mathemati-
cal functions effectively. It was invented by Sri Bharati 
Krishna Tirthaji from the Indian Veda scriptures. It con-
sists of 16 sutras, among which Urdhva Tiryakbhayam, 
Nikhilam Sutram and Anurupye are the most widely 
used sutras for solving complex functions. The signifi-
cant gain of the Vedic multipliers is that they have sim-
ple procedures for the resource consuming multiplica-
tions [7]. The multiplication operation can be extended 
to n-bits with some minor modifications.

The factual meaning of the Urdhva Tiryagbhyam Sutra 
is “Vertically and Crosswise”. The vertical and crosswise 
manipulation is performed to generate the partial 
products; then they are summed for final product gen-
eration. 2×2 is the basic module of the Vedic multiplier. 
The n-bit multiplier could be derived by the repeated 
arrangement of 2×2 multipliers. This process makes the 
computation fast and the product is generated with a 
fewer number of steps [8]. 

2 Literature survey

Multiple attacks are strategized based on the technol-
ogy used on the fob. A powerful attack will result in a 
definite loss to the user. There are many kinds of attacks 
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that are reported regarding the car locking mechanism. 
Wireless communication systems used for RKE seem to 
be more vulnerable to attack. Furthermore, the type of 
cryptographic algorithms deployed also limits the se-
curity in those systems [1].

A simple relay based passive keyless entry was con-
structed and tested for 10 cars from 8 different manu-
facturers at various physical distances. This methodolo-
gy is an initiation towards the remote keyless car. These 
countermeasures carried against the attack itself act as 
a hindrance to the keyless operation [9]. In [10], a sym-
metric key based remote keyless secure transmission 
between car and fob was demonstrated, which pro-
vides secure communication against scan attack, play-
back attack and forward prediction attack. It requires 
less computation and consumes less energy with a 
message length of 80 bits. But, it requires frequent key 
updates by the user for better security. There is no safe-
ty without security in the progressively interconnected 
nature of a vehicle’s control modules. 

But, the hackers intercept the car’s remote key details 
while the owner is using them. Then, these intercepted 
details are utilized to unlock the car door without the 
knowledge of the owner.  Recently, ‘Universal Remote’ 
[11], ‘EvanConnect’, ‘keyless repeater’ [12] and power 
amplifier are used to hack Honda, Toyota, Volvo, Volk-
swagen and Jaguar cars. These hackers capitalized on 
the communication design flaw present in the design 
of the protocol. Keeloq system from Microchip has 
been broken by the University of Bochum or NXP’s Hit-
ag-2 system. At Fraunhofer AISEC the effectiveness of 
ECC in RKE applications was demonstrated. It was pro-
totyped with the support of Field Programmable Gate 
Array (FPGA) [13].

A remote keyless system is widely used in automobile 
industries to lock or unlock the vehicle’s door. But the 
security of the remote keyless system is threat prone 
since the beginning. Initially, Advanced Encryption 
Standard (AES) based wireless protocol with fixed and 
variable key length system was introduced [14, 15]. 
Here, a maximum of 128-bit AES is used for encryption, 
which could provide effective security against three 
types of attacks [14]. But, they are implemented in an 
8-bit ATMega128L microcontroller, which has a very 
low speed of operation. Thereafter, FPGA implemen-
tation of secured Controller Area Network (CAN) bus 
communication was developed with AES for internal 
vehicular communication [15]. 

An ECC protocol developed in Python can provide 
security against 9 different attacks, which is economi-
cal compared to its predecessors [16]. Thereafter [17], 
a software protocol was developed based on ECC to-

wards authentication of smart remote vehicle control, 
which could provide security against 12 kinds of at-
tacks. 

In the modern-day scenario, almost all automobiles 
are equipped with a remote keyless system. Hence the 
security of the communication system should be effec-
tive. Only a few studies focused on this issue. The pres-
ently available studies are lacking in,
- Effective Hardware implementation [14-17].
- Proper key size against the attack [14-15].

Also, according to Alan Grau [18], key fob fails due to 
Encryption keys generated from public data along with 
insufficient entropy for generating encryption keys, 
Discoverable encryption keys, and Deprecated key 
strength. It was suggested that deploying asymmetric 
encryption with proper key length on suitable hard-
ware will improve the key fob encryption [18]. 

An effective scalar point multiplication for the elliptic 
curve is introduced. Then the critical path of the sca-
lar point multiplication for the Lopez-Dahab curve is 
rearranged and reordered in such a way that parallel 
processing is enabled and the critical path operations 
are shifted to non-critical paths [6]. The point multipli-
cation in ECC is a time consuming and slow process. 
Now, the ECC point multiplication is performed with 
Urdhva Tiryagbhyam Vedic multiplication [19]. The 
UT performs significantly better in terms of delay and 
logic levels compared to the conventional multiplier 
[20, 21]. Especially, the Vedic multiplier surpasses the 
performance of the Karatsuba multiplier in terms of 
area and delay; in addition to that, the UT has 90% less 
delay compared to the Booth multiplier. Even though 
the Booth multiplier is occupying less area, the delay 
for a single product generation is 287ms, which is 10 
times higher than the Vedic multiplier [22] as shown in 
Table 1. Also, UT exhibits smaller path delay, logic delay, 
routing delay and dynamic power. The size of the UT 
may be 16-bit [19], 32-bit [23] and can be extended as 
desired. 

Table 1: Performance of Vedic, Karatsuba and Booth 
multiplier [22]

Parameter Vedic Karatsuba Booth
No. of slice LUTs 51761 103246 1937
No. of IOBs 640 640 643
Time Delay (ns) 27.172 34.123 287.840
Area Delay Product 0.001406 0.003523 0.000558

Hence, a more secured and high performance remote 
keyless system can be developed using a hybrid of ECC 
incorporated with Vedic multiplier, which is to be im-
plemented in FPGA. 
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3 Mathematical background

In this paper, the Koblitz curve is considered with 
secp256k1 for ECC as shown in Figure 2. This elliptic 
curve has the form of y² = x³ + ax + b, in which a = 0, b 
= 7, whose Prime Field (p) = 2256 – 232 – 977 and in the 
random case we have considered, 

Order (n) = FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFF 
FFFFFFFF FFFFFFFF FFFFFFFE FFFFFC2F

Base Point (G) = 04 79BE667E F9DCBBAC 55A06295 
CE870B07 029BFCDB 2DCE28D9 59F2815B 16F81798 
483ADA77 26A3C465 5DA4FBFC 0E1108A8 FD17B448 
A6855419 9C47D08F F

Addition: Let P = (x1, y1) ∈ (K) and Q = (x2, y2) ∈ E(K), 
where P = ±Q. Then P + Q = (x3, y3), where, 𝑥3= (𝑦2−𝑦1/
𝑥2−𝑥1)2−2𝑥1−𝑥2 and 𝑦3 = (𝑦2−𝑦1/𝑥2−𝑥1)2−(𝑥1−𝑥3)−𝑦1

Point Doubling: Let P = (x1, y1) ∈ E (K), where P = -P.  
Then 2P = (x3, y3), where: 𝑥3 = (3𝑥1

2+𝑎/2𝑦1)2−2𝑥1 and 𝑦3 
= (3𝑥1

2+𝑎/2𝑦1)2−(𝑥1−𝑥2)−𝑦1

According to Hankerson, Menezes, and Vanstone [24], 
the primary advantage of the Koblitz lies in the pos-
sibility of implementing ECC without point doublings 
when performing ECC Point Multiplication (ECPM).

Figure 2: Diagram of Elliptic Curve

The Urdhva Tiryagbhyam (UT) Vedic multiplication is as 
follows, 

Algorithm 1 VEDIC ALGORITHM
 INPUT: n- bit Multiplicand and Multiplier
 OUTPUT: 2n- bit product
   k ← 0
 S(k): 2n- bit vector initialized to 0
 for i = 0 to n-1 do
  for j = 0 to i do
   S(k) = S(k) + a(i) × b(i − j)
  end 
  k = k + 1
 end 
 for i = n-1 to 1 do
  for j = n-1 to i do
   S(k) = S(k) + a(i) × b(n − (i − j))
  end 
  k = k + 1
 end 
 for i = 0 to (k − 1) do
  P = P + S(i)
 end 

4 Main contribution

A time-area-efficient 256-bit ECC processor over prime 
field is implemented in FPGA. It is aimed to reduce the 
area and the delay for single point multiplication and 
increase the frequency and the throughput. In order to 
reach these objectives, the following major contribu-
tions are made in this paper, 
An efficient design for ECPM on a Koblitz curve 
secp256k1 for the 256-bit prime field is proposed.
A faster Urdhva Tiryagbhyam multiplier is adopted for 
ECPM scalar multiplication, which reduces computa-
tion time.
The computing frequency is further improved by incor-
porating the pipeline technique in the Vedic multiplier. 
Moreover, the area-delay product, throughput and ef-
ficiency of the proposed method shows improvement 
compared to the existing similar works in the literature. 

5 Methodology

This section presents the algorithms, hardware archi-
tectures for point addition, point multiplication, modu-
lar multiplication and pipelined Vedic multiplication for 
ECC based remote keyless system authentication. 

5.1 Remote keyless system authentication

The ECC based remote keyless entity authentication 
system has various processes to be carried out between 
the key fob and the car. In the key fob, secret key gen-
eration, public key calculation and nonce decryption 
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processes are performed. In the car module, random 
nonce encryption and verification of decrypted nonce 
received from the key fob takes place. The overall dia-
gram describing the process is given in Figure 3. 

Figure 3: Block Diagram of Remote keyless system au-
thentication Process

The above processes are accomplished in three stages 
as specified in Figure 4. They are described as follows, 

Stage 1: The authentication process starts when the 
car key fob is pressed. 

In Key Fob 
In the first stage, when the user wishes to unlock the 
car door, he initiates the key fob. Two 256-bit random 
numbers are generated in the key fob with the help 
of the Linear Feedback Shift Register (LFSR). Among 
those, one is the Public key and another is the Private 
Key. The Private Key is kept confidential by the key fob. 
The 256-bit Public key would be transmitted to the Car 
through the transceiver module. Both the Public and 
Private keys are known to key fob alone.

In the Car 
The Car receives the Public key and then, it generates 
a 256-bit random text (cipher text or plain text) using 
Linear Feedback Shift Register. Thereafter, plain text 
encryption takes place with the Public key. The se-
quence of plain text generation process is same for one 
complete process.

Figure 4: Three stages of Communication between Key 
Fob and Car

Stage 2: Encrypted Nonce.

In the Car 
The Car will transmit the encrypted nonce with the 
plain text through the Transceiver. 

In Key Fob 
The key fob receives the encrypted 256-bit randomly 
generated plain text nonce. Then the Key fob performs 
the decryption of the nonce using the 256-bit Private 
Key. 

Stage 3: Nonce Transmission.

In Key Fob 
After decryption, the key fob transmits the nonce to 
the Car.

In the Car
The Car compares the received nonce with the original 
nonce generated at STAGE 1. If they are matched, then 
the Car door will be unlocked, otherwise not.

5.2 ECC

The ECC core chooses a point on the ECC curve in Ko-
blitz coordinates P(X, Y, Z) and finds the point Q(X, Y, 
Z)=k × P. The system controller releases necessary con-
trol signals to produce the desired output Q as shown 
in Figure 5.
- Private key: nA, where nA is a 256-bit Random 

number.
- Public key: PA=nA × G, where nA is the Private key 

generated by the user (Key fob) and G is the point 
on the Elliptic Curve.

- Encryption: Cm = {kG, M+K PA} (cipher text), 
where K is the random integer chosen at the be-
ginning and M is the Mapped point on the Elliptic 
curve.

- Message=(M+(K × PA)) - (K × G × nA), Because 
PA=nA × G, M(plaintext)

Figure 5: Overall ECC Processor architecture
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Where M is the message point corresponding to the 
message. The Encryption operation generates a pair of 
points {C1, C2}.
 
Point addition is a computation method used to add 
two different points over a finite field. Here, λ is the 
slope of the two points. Its computation is different for 
point addition and point doubling as shown in equa-
tions (1) and (2). Subtraction is performed employing 
two’s complement addition. 

 2 1

2 1

Y Yλ  
X X

−=
−

      (1)

 2
1

1

3x aλ   
2Y

+=      (2)

Point doubling is performed using multiplication archi-
tecture with both inputs the same. Here also division is 
necessary to compute point doubling.  The point ad-
dition has been performed with equation (3) and the 
hardware architecture is shown in Figure 6. The mul-
tiplications are performed with shift and add method 
with modulus operation.

Figure 6a: Architecture for Calculating X3

 2
3 1 2  X X Xλ= − −

 ( )3 1 3 1 Y X X Yλ= − −
    (3)

Point Multiplication 
Point multiplication [6] is the operation that multiplies 
a point with an integer. Montgomery ladder technique 
is used to perform point addition and point doubling in 
parallel. In this algorithm, two registers are used to store 
the intermediate results. Initially, one register loaded 
with an input point and another loaded with doubling 

of the input point. Then a loop is needed to run this al-
gorithm. So, the serial shift register is used during every 
iteration. The sequence of iterations should be from n-2 
to 0.  The integer value which needs to be multiplied 
with the point is loaded into the shift register. Once it 
gets loaded, shifting should start from (n-2)-th bit to 
the 0th bit. The shifted bit decides which operation will 
be performed and what content will be loaded into the 
registers. If it is 1, the first register is loaded with point 
addition result and the second register is loaded with 
point doubling result. If it is 0, then the second register 
loaded with point addition result and the first register 
is loaded with point doubling result. Once all bits get 
shifted out, the multiplication of the point with the in-
teger is stored in the first register. 

Figure 6b: Architecture for Calculating Y3

Figure 7: Architecture for Point Multiplication
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Point Multiplication Algorithm:
 Q1 ←P; Q2 ←2P;
 for i from n−2 down to 0
  do
  if ki =1 then 
  Q1 ←Q1+Q2;  // point addition 
  Q2 ←2Q2;  // point doubling 
  else
  Q2 ←Q1+Q2;  // point addition 
  Q1 ←2Q1;  // point doubling 
 end if;
 end for;
 return Q1;

Modular Multiplication Algorithm:
 Formula : C =(A·B) mod p ;
  C ←0; 
  T ←B&‘1’;
    while T(n−1 downto 0) != 0 loop
   C ←2C; 
  If Tn =1 then             //nth bit of T 
   C ←C +A; 
  end if;
   C ←C mod p;
   T←T(n−1downto0)&‘0’;  //left-shift operation
  end loop; 
  return C;

The above algorithm is implemented as shown in Figure 
8. In order to perform the multiplication of two inte-
gers, left shift and adder are used in this architecture. In 
this method, a multiplier loaded with the shift register 
and multiplicand is given to the adder circuit as shown 
in Figure 8. The shift-left register is used to perform a 
synthesizable loop operation for the left to right bit-
wise multiplication.

To determine the end of the loop, a (n+1)-bit tempo-
rary variable T is used in which T (n down to 1) is pre-
computed as the multiplier B and the least significant 
bit (LSB) of T is pre-computed as 1. One extra bit is add-
ed at the LSB to cope with the completion of the left-
shift operation in the case of b0 = 0. The multiplicand 
A is added to the accumulator in each iteration if the 
most significant bit (MSB) of T is 1. The content of the 
accumulator is then reduced to modulo p after every 
addition. In order to perform this modular operation, 
C is subtracted by the prime numbers p and 2p. As the 
content of the accumulator is always less than 3p, sub-
tractions by p and 2p are enough to confine the con-
tent below the value of p. The subtractions C − p and 
C −2p are performed by adding the 2’s complement of 
the subtrahends p and 2p to the minuend C.

Figure 8: Architecture for Modular Multiplication

The comparisons C ≥ p and C ≥ 2p are performed by 
checking the sign bits of the differences C−p and C −2p, 
respectively. At the end of every iteration, T is shifted to 
the left by one bit. After performing ‘n’ iterations, T(n−1 
down to 0) is shifted to zero value and the content of 
the accumulator is stored in register ‘Reg C’, which is the 
final modular product of integers A and B. The module 
comprises two multiplexers, in which MUX1 is used to 
keep the content of the accumulator unchanged if Tn 
= 0; or add A to the accumulator if Tn = 1; and MUX2 is 
used for performing C mod p. At (n+1)th clock cycle, the 
result for multiplication of two inputs is available.

5.3 2*2 Vedic multiplier

Considering two-bit numbers A (A1A0) and B (B1B0), the 
2×2 Vedic multiplication is carried out as depicted in 
Figure 9. The logical expression of the final product is 
as shown in equation 4,

 
0 0 0 .P A B=  

1 1 0 0 1 ( . )  ( . )P A B A B= ⊕
 

2 0 1 0 1 1 1 ( . . . )  ( . )P A A B B A B= ⊕  
3 0 1 0 1 . .  P A A B B=

 (4)

This process consumes 4 AND gates and 2 EXOR gates. 
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Figure 9: Graphical representation of 2*2 Vedic multi-
plication steps

4*4 Vedic multiplier

The 4-bit Vedic multiplier comprises four 2-bit Vedic 
multipliers, three 4-bit full adders & one half adder 
gate. The two 4-bit inputs Ai (A3A2A1A0) and Bi (B3B2B1B0) 
are applied to the 2-bit Vedic multiplier, and then they 
are forwarded to the 4-bit adder. The output from the 
RCA adder consists of 4-bit sum output and a 1-bit car-
ry value. The half adder is used to sum the carry at the 
first two phases of the ripple carry adder. The output 
of the 4-bit multiplier consists of an 8-bit product term 

Figure 10: Generalized construction of n-bit Vedic Mul-
tiplier

(Pi - P7…P0) [25]. Here, the pipeline technique is intro-
duced at 3 levels mentioned in Figure 10 (numbered 1, 
2 and 3) by means of inserting registers. Similarly, high-
er order Vedic multipliers are constructed with the 2-bit 
VMi as the base module and RCA adders for summation 
of the partial products. The n-bit Vedic multiplier uses 
four n/2-bit multipliers, two n-bit RCA adders, one n/2-
bit adder, and one Half adder as shown in Figure 10.

6 Results and discussion

6.1 FPGA implementation and analysis

This section presents the FPGA implementation for 
the proposed ECC processor architecture. The neces-
sary parameters such as curve order, coefficients and 
base point coordinates are selected based on the NIST 
standard. Here, we have considered a 256-bit ECC pro-
cessor. The ECC processor is designed using Verilog 
HDL and simulated using ModelSim. It was synthesized, 
placed and routed using Xilinx ISE 14.6. In the proposed 
methodology, the used FPGA platforms were Virtex- 6 
(XC6VLX240T-1FF1156) and Virtex-7 (XC7VX485T-2FF-
G1761C) with the goal to achieve optimal speed and 
area. The implementation results of the proposed 256-
bit ECC module are summarized in Table 2. In which, 
the ECC is implemented with or without pipeline in Ve-
dic multiplier.
 
The performance factors throughput and efficiency are 
calculated based on equation (5) [6, 22, 26, 27]. 

Cycle = Time for one ECPM × maximum frequency
AT/Bit = Area-Delay product / Number of Bits
Throughput = (maximum frequency ×  
number of bits) / number of clock cycles
Efficiency = Throughput / area

The Simulation results of point addition, point dou-
bling, public key calculation, data encryption and de-
cryption are shown in Figure 11 (a-e). In Figure 11a, 
the input points are (a,b) (c,d) and the resultant point 
addition is available in (x3, y3). It is produced in 945 
clock cycles. Figure 11b shows the simulation result of 
point doubling, where (xp,yp) are input point and the 
result (x3, y3) is produced in 430 clock cycles. Figure 11c 
shows the simulation result of public key generation. 
The complete ECPM simulation is shown in Figure 11d, 
which is completed in 232.21k clock cycles. When the 
interim states are having less than 256-bits, then the 
ECPM gets completed in fewer cycles.  

The pipelined Vedic multiplier based ECC implemented 
on Virtex-7 occupies 8.23k slices, takes 32.2k clock cy-

 

(5)
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Figure 11a: Simulation Result of Point Addition

Figure 11b: Simulation Result of Point Doubling

Figure 11c: Simulation Result of Public Key Calculation

Figure 11d: Simulation Result of Encryption
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cles for process completion, the maximum operating 
frequency is 192.5MHz, and the process takes 0.9365ms 
to complete. The Area-Delay product and throughput 
are 7.922 and 273.36kbps, respectively. The pipelined 
ECC has 32.31% efficiency. The pipelined Vedic ECC has 
22.36% and 20.18% improvement in throughput and 

Figure 11e: Simulation Result of Decryption

Table 2: Performance of Proposed Vedic multiplier based ECC

Platform Number 
of bits

Number 
of Slices 

(k)

Clock 
Cycles 

(k)

Maximum 
Frequency 

(MHz)

Time 
(ms)

Area 
Delay 

Product
AT/B Throughput 

(kbps) Efficiency

No Pipeline Virtex-7

256

8.23 232.2 192.5 1.2062 9.927026 0.0387774 212.23 25.79
Pipeline 8.46 212.4 226.8 0.9365 7.92279 0.0309484 273.36 32.31

No Pipeline Virtex-6 8.82 232.2 186.2 1.247 10.99854 0.042963 205.29 23.27
Pipeline 9.12 212.4 216.8 0.98 8.9376 0.0349125 261.3 28.65

Percentage of 
improvement

Virtex-7 2.72 8.53 15.12 22.36 20.19 20.19 22.36 20.18
Virtex-6 3.29 8.53 14.11 21.41 18.74 18.74 21.44 18.78

Table 3: Performance comparison of Proposed ECC

Ref Year Platform Number 
of bits

Number 
of Slices 

(k)

Clock 
Cycles 

(k)

Maximum 
Frequency 

(MHz)

Time 
(ms)

Area Delay 
Product AT/B Throughput 

(kbps) Efficiency

Ours

woP Virtex-7
256

8.23 232.2 192.5 1.2062 9.927026 0.03878 212.23 25.79
wP 8.46 212.4 226.8 0.9365 7.92279 0.03095 273.36 32.31

woP Virtex-6 8.82 232.2 186.2 1.247 10.99854 0.04296 205.29 23.27
wP 9.12 212.4 216.8 0.98 8.9376 0.03491 261.30 28.65

26 2020 Virtex-7 256 6.5 198.7 104.39 1.9 12.35 0.0482 134.49 20.69
26 2020 Virtex-6 256 6.6 198.7 93.23 2.13 14.05 0.0549 120.12 18.20
28 2019 Virtex-7 256 8.9 262.7 177.7 1.48 13.17 0.051 173.2 19.46
28 2019 Virtex-6 256 9.2 262.7 161.1 1.63 15.00 0.059 157.00 17.06
29 2018 Virtex-6 256 65.6 153.2 327 0.47 30.83 0.120 546.42 8.33

30 2018 Virtex-4 256 9.4 + 
14DSPs 610 20.44 29.84 280.5 1.096 8.58 0.91

31 2017 Kintex-7 256 11.3 397.3 121.5 3.27 63.95 0.144 78.28 6.92
32 2017 Virtex-7 256 24.2 215.9 72.9 2.96 71.63 0.280 1816.20 3.57
33 2017 Virtex-4 193 12 459.9 36.5 12.6 151.2 0.783 20.32 1.69
34 2017 Virtex-4 256 20.6 191.6 49 3.91 80.55 0.315 65.47 3.18
27 2016 Virtex-4 256 13.2 200 40 5 66 0.258 51 3.88
35 2016 Virtex-4 192 35.7 207.1 70 2.96 105.67 0.550 86.53 2.42
36 2016 Virtex-5 256 8.7 361.6 160 2.26 19.66 0.077 113.27 13.02

woP – Without Pipeline; wP – with Pipeline; ϸ-calculated by author

efficiency with respect to non-pipelined implementa-
tion. This is due to the increased frequency of opera-
tion (226.8MHz) of pipelined architecture. It leads to 
additional 2.72% overhead on the area; but the area-
delay overhead is reduced by 20.19%. 
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The same pipelined architecture has 261.30kbps 
throughput and 28.65 efficiency in Virtex 6. The pipe-
line structure has 21.44% and 18.78% improvement 
in throughput and efficiency with respect to non-
pipelined implementation with 3.29% area overhead. 
Significantly, the maximum frequency of operation 
and time consumption are improved by 14.11% and 
21.41% respectively. 

The performance characteristics of ECC implementa-
tion in FPGA are shown in Table 3. Here, varieties of 
FPGA families such as Virtex-4, 5, 6, 7 and Kindtex-7 
are used for implementation purposes. Most of the re-
searchers designed for the 256-bit size ECC, except in 
[33, 35], where 192 and 193-bit are considered respec-
tively. The significant performance factors considered 
for the analysis are Area, the number of clock cycles, 
maximum operating frequency, area-delay product, 
throughput and efficiency. 

From Table 3, it is observed that higher frequency of 
operation leads to a reduction in the required num-
ber of clock cycles, completion time and increases the 
throughput. The proposed pipelined Vedic multiplier 
has an optimized area, speed and throughput. The ECC 
based security systems are performing well against the 
attacks [37] such as algebraic attack, brute force attack 
and statistical attack [38, 39] and protects confidential 
data hiding in spatial images [40].

In [6], efficiency is calculated using throughput and 
area, which is represented in the equation (5). The same 
has been calculated and shown for comparison in Ta-
ble 3. The efficiency of the proposed method is com-
paratively better with respect to all the previous works. 
Moreover, the pipelining of the multiplication process 
increases the efficiency by another 25%. The earlier 
FPGA studies using Virtex-I Pro, Virtex-E and Spartan 4 
are omitted for comparison in Table 3 due to their na-
ture of high power consumption and the limited num-
ber of Input/Outputs.

6.2 Security Evaluation and Analysis

The security evaluation criteria which are essential for 
the Remote Keyless Entry system are shown in Table 4. 
In order to illustrate the effectiveness of the proposed 
ECC scheme evaluation, a comparative assessment of 
10 schemes for the RKE system has been done. By eval-
uating the 10 criteria of security attacks stated in [41, 
42, 51] the performance of the proposed Vedic based 
ECC has been evaluated. The results are summarized in 
Table 5. 

Table 4: Security Evaluation criteria

Short 
Form

Evaluation Criteria

C1 No password verifier-table
C2 Resist password guessing threat
C3 Defend replay attack
C4 Defend session key temporary information attack
C5 Accurate login and password change phase
C6 Defend user un-traceability attack
C7 Mutual authentication
C8 Facilitates user anonymity
C9 Defend insider attack

C10 Facilitates forward secrecy property

Table 5: Security comparison among the authentica-
tion schemes

Ref. Year
Evaluation Criteria

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10
Ours 2022 P P P P P P P P P P

42 2022 P P P P × P P P P P

43 2020 P P P P × × P P P P

44 2019 P P P P × × P P P P

45 2019 P P P P × P P P × ×
46 2018 P P P P × × P P × P

51 2018 × P × P P P P P P P

47 2018 P P P P × × P P × P

48 2018 P × P P × × P P × P

49 2018 P P P P × × P P × ×
50 2017 P P P P × × P P × ×

Table 6: Evaluation of computational cost

Ref. Year
Authentication Time Period (Sec)

User Car Sensor User Car Sensor Total
Ours 2022 Tbe + 2TH TS + 2TH 0.0600 0.5733 0.6333

42 2022 Tbe + 3TH Tse + 4TH + TS 0.0605 0.583 0.6435
43 2020 Tbe + 3TH Tse + TS + 4TH 0.0605 0.583 0.6435
44 2019 TPM + 3TH 2TPM + 4TH 1.0518 2.0523 3.1041
45 2019 5TH 5TH 0.0528 0.0528 0.1056
46 2018 TC + 3TH 2TC + 6TH 0.5738 1.0973 1.6711
51 2018 5TH 11TH 0.0528 0.0558 0.1086
47 2018 TPM + 2TH 2TPM + 4TH 1.0513 2.0523 3.1036
48 2018 6TH 5TH 0.0533 0.0528 0.1061
49 2018 8TH 6TH 0.0543 0.0533 0.1076
50 2017 5TH + TS 7TH + TS 3.0615 0.5758 3.6373

TH: time complexity of a hash function; TPM: the time 
complexity of ECC point multiplication operation; TS: 
time complexity of a symmetric key encryption/de-
cryption operation; TME: time complexity of a modular 
exponentiation operation
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In order to evaluate the execution time of the proposed 
protocol and relevant protocols, we have assumed that 
the hash function, modular exponentiation operation, 
a symmetric key encryption/decryption operation and 
point multiplication operation require 0.0005 seconds, 
0.522 seconds, 0.0087 seconds and 0.0503 seconds 
[51], respectively. The computation cost for the RKE is 
estimated and compared with the existing literature 
in Table 6. It is observed that the proposed method is 
competent in computation cost with the previously 
published works. The proposed RKE has 1.58% im-
provement compared to the recently available method 
[42]. Hence, the proposed pipelined vedic ECC can be 
incorporated in RKE for effective secured communica-
tion of various applications such as smart cards [52], 
mobile devices [53] and wireless sensor networks [42].

7 Conclusion

In this paper, a high-speed, area-efficient ECC proces-
sor is designed on the Koblitz curve secp256k1 for 
the Remote Keyless Authentication system. It sup-
ports 256-bit point addition and point multiplication 
over a prime field. A novel method of multiplication 
using Urdhva Tiryagbhyam is adopted for scalar mul-
tiplication. The speed of multiplication is improved by 
incorporating the pipeline technique. The proposed 
pipelined Vedic multiplier based ECC processor is im-
plemented in the Xilinx Virtex-7 and Virtex-6 platforms 
for the 256-bit prime field. The implemented processor 
performs a single 256-bit multiplication in 1.2062ms 
with a maximum clock frequency of 192.5MHz, which 
provides 212.23kbps throughput and occupies 8.23k 
slices in Virtex-7 FPGA. Incorporating pipeline in scalar 
multiplication improves the maximum clock frequency 
up to 15.12%, and reduces time by 22.36%, which in 
turn increases the throughput by 22.36%. The pipeline 
has an additional area overhead of 2.72% and 3.29% in 
Virtex-7 and Virtex-6 respectively. Also, the computa-
tional cost of the proposed method is evaluated, which 
shows 1.58% improvement from the most recent litera-
ture. The pipelined Vedic multiplier based ECC proces-
sor outperforms the existing designs in terms of area, 
clock cycle count, operating frequency, time, area-de-
lay product, throughput, efficiency and security. Based 
on the overall performance of the proposed ECC pro-
cessor, it can be concluded that it is a reliable choice 
for wireless communication technologies as well as for 
resource constrained applications. 
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